Regression Week 4: Ridge Regression Assignment 2

In this assignment, you will implement ridge regression via gradient descent. You will:

* Convert an SFrame into a Numpy array (if applicable)
* Write a Numpy function to compute the derivative of the regression weights with respect to a single feature
* Write gradient descent function to compute the regression weights given an initial weight vector, step size, tolerance, and L2 penalty

If you are doing the assignment with IPython Notebook

An IPython Notebook has been provided below to you for this quiz. This notebook contains the instructions, quiz questions and partially-completed code for you to use as well as some cells to test your code.

What you need to download

If you are using GraphLab Create

* Download the King County House Sales data In SFrame format:

[kc\_house\_data.gl.zip](https://d18ky98rnyall9.cloudfront.net/_026a0fd773a5fdd104e1a6ca3cfb2622_kc_house_data.gl.zip?Expires=1547251200&Signature=i11TsUD3Mdck35vNd4JydvZFO2uTGesHFF0reWXZSzS~d7eT7cYm2MkTbY-fkWF5Z3XALSXMn-n2jxi49LViSFwMUtoFPxED9u2CD~5uKn~D1qI8A1YBa0nnYEu3BUZKFJLZGVkqZ2w0SrxZk15IK0xvG6iiCfuWbN8KGJXOtsw_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Download the companion IPython Notebook:

[week-4-ridge-regression-assignment-2-blank.ipynb.zip](https://d18ky98rnyall9.cloudfront.net/_87a6d2d011793ce32339c0935afe6b7c_week-4-ridge-regression-assignment-2-blank.ipynb.zip?Expires=1547251200&Signature=ceVvjjXjd-9w2b1Ggd4yyQICs3MHf~fI3w-p-14J5TRlFWCJYDWEXWbZYKOGvjZX2STgUqk4jepLEPEAqF9fU2cMagAL6cpGV7ufiR2ukGM6urzB8Wbb-wPJRBqneufkL-X7DA-su4zkyorn6HLwjajbLaVN2VOPu5GdlTDFa84_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Save both of these files in the same directory (where you are calling IPython notebook from) and unzip the data file.

If you are not using GraphLab Create

* Download the King County House Sales data csv file:

[kc\_house\_data.csv.zip](https://d18ky98rnyall9.cloudfront.net/_46994807796a1213d2699c6d9a09667c_kc_house_data.csv.zip?Expires=1547251200&Signature=bkVfW7oT~gzGn7WqQr4pMZZrJIVmVdTzZNcSvwtAWWRXhLn3XoLwBk~uUncoY1WQ9b8ilTGQR8us2hPRlyv2deRpycTRkRlX15~4UiXRLjQWI5LVx5a58HJDsJJSMtzjA1QQfBhH4X6uuiyx6Id8SUYxabyhd~7pbLr6V4Z9mUg_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Download the King County House Sales training data csv file:

[kc\_house\_train\_data.csv.zip](https://d18ky98rnyall9.cloudfront.net/_46994807796a1213d2699c6d9a09667c_kc_house_train_data.csv.zip?Expires=1547251200&Signature=hixKvISnnKId5zGKwiY7oVEZBX9CWSdGc4Kr3TFjUi05fWEq0FsR80emaipvx1fjp74XQ9f~20vrJAiJr0z5~7pZC0C7RKdwWMwXfZsUH1yvXwGSi7TIQRHa-2uBaUFHP5qcBfB3Fg9i62ooW5471fW4YAx0wZcue-clI6f30ns_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* Download the King County House Sales testing data csv file:

[kc\_house\_test\_data.csv.zip](https://d18ky98rnyall9.cloudfront.net/_46994807796a1213d2699c6d9a09667c_kc_house_test_data.csv.zip?Expires=1547251200&Signature=J2holI0rwbV0oz3Xs-BTsLzlp6n~Ju9pUYhAR4xFXu-5U2D~FCelDSsE6OrwVzuX9WNpxsQ9WdueUhmaQcWzLhM~QecsdJR~bO63WMQVB4HV1NI1S3t4tiYaxn8lAFRNO5eFJfKXp1uEFZm9znKZx02l27S61sPw9cWQ~xQJRMw_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

* **IMPORTANT: use the following types for columns when importing the csv files. Otherwise, they may not be imported correctly: [str, str, float, float, float, float, int, str, int, int, int, int, int, int, int, int, str, float, float, float, float]. If your tool of choice requires a dictionary of types for importing csv files (e.g. Pandas), use:**
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dtype\_dict = {'bathrooms':float, 'waterfront':int, 'sqft\_above':int,

  'sqft\_living15':float, 'grade':int, 'yr\_renovated':int, 'price':float,

  'bedrooms':float, 'zipcode':str, 'long':float, 'sqft\_lot15':float,

  'sqft\_living':float, 'floors':str, 'condition':int, 'lat':float, 'date':str,

  'sqft\_basement':int, 'yr\_built':int, 'id':str, 'sqft\_lot':int, 'view':int}

Useful resources

You may need to install the software tools or use the free Amazon EC2 machine. Instructions for both options are provided in the reading for Module 1.

If you are following the IPython Notebook and/or are new to numpy then you might find the following tutorial helpful:

[numpy-tutorial.ipynb.zip](https://d18ky98rnyall9.cloudfront.net/_f6e2fce565c2e2d9e75019560739b126_numpy-tutorial.ipynb.zip?Expires=1547251200&Signature=Lb-qYj7-3UHpuYpESY3z56V62Dmj-zBLSd-L7unJQhzpeG5AdnQRJZKNurcAdH00lulVeSwESMWcaQBN6JbvR-EJK8lHvD9Wu2sK8qa4jM6ShhWZmD5yxk8l7S6Bq4erpvVMqFqOqsWmzOVk65T06y0F0wftENE2I3LPCV8eHSI_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A)

If you are using GraphLab Create and the companion IPython Notebook

Open the companion IPython notebook and follow the instructions in the notebook.

If instead you are using other tools to do your homework

You are welcome to write your own code and use any other libraries, like Pandas or R, to help you in the process. If you would like to take this path, follow the instructions below.

**1.**If you’re using SFrame, import GraphLab Create and load in the house data as follows:
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sales = graphlab.SFrame('kc\_house\_data.gl/')

Otherwise, load all the three csv files.

**2.**If you’re using Python: to do the matrix operations required to perform a gradient descent we will be using the popular python library ‘numpy’ which is a computational library specialized for operations on arrays. For students unfamiliar with numpy we have created a numpy tutorial (see useful resources). It is common to import numpy under the name ‘np’ for short, to do this execute:
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import numpy as np

**3.**Next, from Module 2, copy and paste the ‘get\_numpy\_data’ function (or equivalent) that takes a dataframe, a list of features (e.g. [‘sqft\_living’, ‘bedrooms’]), to be used as inputs, and a name of the output (e.g. ‘price’). This function returns a ‘feature\_matrix’ (2D array) consisting of first a column of ones followed by columns containing the values of the input features in the data set in the same order as the input list. It alsos return an ‘output\_array’ which is an array of the values of the output in the data set (e.g. ‘price’).

e.g. in Python:
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def get\_numpy\_data(data\_sframe, features, output):

...

return (feature\_matrix, output\_array)

**4.**Similarly, copy and paste the ‘predict\_output’ function (or equivalent) from Module 2. This function accepts a 2D array ‘feature\_matrix’ and a 1D array ‘weights’ and return a 1D array ‘predictions’.

e.g. in Python:
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def predict\_output(feature\_matrix, weights):

...

return predictions

**5.**We are now going to move to computing the derivative of the regression cost function. Recall that the cost function is the sum over the data points of the squared difference between an observed output and a predicted output, plus the L2 penalty term.
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Cost(w)

= SUM[ (prediction - output)^2 ]

+ l2\_penalty\*(w[0]^2 + w[1]^2 + ... + w[k]^2).

Since the derivative of a sum is the sum of the derivatives, we can take the derivative of the first part (the RSS) as we did in the notebook for the unregularized case in Module 2 and add the derivative of the regularization part. As we saw, the derivative of the RSS with respect to w[i] can be written as:
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2\*SUM[ error\*[feature\_i] ]

The derivative of the regularization term with respect to w[i] is:
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2\*l2\_penalty\*w[i]

Summing both, we get
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2\*SUM[ error\*[feature\_i] ] + 2\*l2\_penalty\*w[i]

That is, the derivative for the weight for feature i is the sum (over data points) of 2 times the product of the error and the feature itself, plus 2\*l2\_penalty\*w[i].

**IMPORTANT: We will not regularize the constant.**Thus, in the case of the constant, the derivative is just twice the sum of the errors (without the 2\*l2\_penalty\*w[0] term).

Recall that twice the sum of the product of two vectors is just twice the dot product of the two vectors. Therefore the derivative for the weight for feature\_i is just two times the dot product between the values of feature\_i and the current errors, plus 2\*l2\_penalty\*w[i].

**6.**With this in mind write the derivative function which computes the derivative of the weight given the value of the feature (over all data points) and the errors (over all data points). To decide when to we are dealing with the constant (so we don't regularize it) we added the extra parameter to the call ‘feature\_is\_constant’ which you should set to True when computing the derivative of the constant and False otherwise.

e.g. in Python:
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def feature\_derivative\_ridge(errors, feature, weight, l2\_penalty,

  feature\_is\_constant):

...

return derivative

**7.**To test your feature derivative function, run the following:
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(example\_features, example\_output) = get\_numpy\_data(sales, ['sqft\_living'],

  'price')

my\_weights = np.array([1., 10.])

test\_predictions = predict\_output(example\_features, my\_weights)

errors = test\_predictions - example\_output # prediction errors

# next two lines should print the same values

print feature\_derivative\_ridge(errors, example\_features[:,1], my\_weights[1], 1,

  False)

print np.sum(errors\*example\_features[:,1])\*2+20.

print ''

# next two lines should print the same values

print feature\_derivative\_ridge(errors, example\_features[:,0], my\_weights[0], 1,

  True)

print np.sum(errors)\*2.

**8.**Now we will write a function that performs a gradient descent. The basic premise is simple. Given a starting point we update the current weights by moving in the negative gradient direction. Recall that the gradient is the direction of increase and therefore the negative gradient is the direction of decrease and we're trying to minimize a cost function.

The amount by which we move in the negative gradient direction is called the ‘step size’. We stop when we are ‘sufficiently close’ to the optimum. Unlike in Module 2, this time we will set a maximum number of iterations and take gradient steps until we reach this maximum number. If no maximum number is supplied, the maximum should be set 100 by default. (Use default parameter values in Python.)

With this in mind, write a gradient descent function using your derivative function above. For each step in the gradient descent, we update the weight for each feature before computing our stopping criteria. The function will take the following parameters:

* 2D feature matrix
* array of output values
* initial weights
* step size
* L2 penalty
* maximum number of iterations

To make your job easier, we provide a skeleton in Python:
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def ridge\_regression\_gradient\_descent(feature\_matrix, output, initial\_weights,

  step\_size, l2\_penalty, max\_iterations=100):

weights = np.array(initial\_weights) # make sure it's a numpy array

#while not reached maximum number of iterations:

# compute the predictions using your predict\_output() function

# compute the errors as predictions - output

for i in xrange(len(weights)): # loop over each weight

# Recall that feature\_matrix[:,i] is the feature column associated

              with weights[i]

# compute the derivative for weight[i].

#(Remember: when i=0, you are computing the derivative of the

              constant!)

# subtract the step size times the derivative from the current

              weight

return weights

**9.**The L2 penalty gets its name because it causes weights to have small L2 norms than otherwise. Let's see how large weights get penalized. Let us consider a simple model with 1 feature.

* features: ‘sqft\_living’
* output: ‘price’

**10.**Split the dataset into training set and test set. If you are using GraphLab Create, call
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train\_data,test\_data = sales.random\_split(.8,seed=0)

Otherwise, please download the csv files from the download section.

**11.**Convert the training set and test set using the ‘get\_numpy\_data’ function.e.g. in Python:
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simple\_features = ['sqft\_living']

my\_output = 'price'

(simple\_feature\_matrix, output) = get\_numpy\_data(train\_data, simple\_features,

  my\_output)

(simple\_test\_feature\_matrix, test\_output) = get\_numpy\_data(test\_data,

  simple\_features, my\_output)

**12.**First, let’s consider no regularization. Set the L2 penalty to 0.0 and run your ridge regression algorithm to learn the weights of the simple model (described above). Use the following parameters:

* step\_size = 1e-12
* max\_iterations = 1000
* initial\_weights = all zeros

Store the learned weights as
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simple\_weights\_0\_penalty

we’ll use them later.

**13.** Next, let’s consider high regularization. Set the L2 penalty to 1e11 and run your ridge regression to learn the weights of the simple model. Use the same parameters as above. Call your weights:
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simple\_weights\_high\_penalty

we’ll use them later.

**14.**If you have access to matplotlib, the following piece of code will plot the two learned models. (The blue line is for the model with no regularization and the red line is for the one with high regularization.)
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import matplotlib.pyplot as plt

%matplotlib inline

plt.plot(simple\_feature\_matrix,output,'k.',

simple\_feature\_matrix,predict\_output(simple\_feature\_matrix,

          simple\_weights\_0\_penalty),'b-',

simple\_feature\_matrix,predict\_output(simple\_feature\_matrix,

          simple\_weights\_high\_penalty),'r-')

If you do not have access to matplotlib, look at each set of coefficients. If you were to plot ‘sqft\_living’ vs the price, which of the two coefficients is the slope and which is the intercept?

**15. *Quiz Question: What is the value of the coefficient for sqft\_living that you learned with no regularization, rounded to 1 decimal place? What about the one with high regularization?***

**16. *Quiz Question: Comparing the lines you fit with the with no regularization versus high regularization, which one is steeper?***

**17.**Compute the RSS on the TEST data for the following three sets of weights:

* The initial weights (all zeros)
* The weights learned with no regularization
* The weights learned with high regularization

**18. *Quiz Question: What are the RSS on the test data for each of the set of weights above (initial, no regularization, high regularization)?***

**19.**Let us now consider a model with 2 features: [ ‘sqft\_living’, ‘sqft\_living\_15’]. First, create Numpy version of your training and test data with the two features.

e.g. in Python:
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model\_features = ['sqft\_living', 'sqft\_living15']

my\_output = 'price'

(feature\_matrix, output) = get\_numpy\_data(train\_data, model\_features, my\_output)

(test\_feature\_matrix, test\_output) = get\_numpy\_data(test\_data, model\_features,

  my\_output)

**20.**First, let’s consider no regularization. Set the L2 penalty to 0.0 and run your ridge regression algorithm. Use the following parameters:

* initial\_weights = all zeros
* step size = 1e-12
* max\_iterations = 1000

Call the learned weights
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multiple\_weights\_0\_penalty

**21.**Next, let’s consider high regularization. Set the L2 penalty to 1e11 and run your ridge regression to learn the weights of the simple model. Use the same parameters as above. Call your weights:
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multiple\_weights\_high\_penalty

**22. *Quiz Question: What is the value of the coefficient for ‘sqft\_living’ that you learned with no regularization, rounded to 1 decimal place? What about the one with high regularization?***

**23.**Compute the RSS on the TEST data for the following three sets of weights:

* The initial weights (all zeros)
* The weights learned with no regularization
* The weights learned with high regularization

**24. *Quiz Question: What are the RSS on the test data for each of the set of weights above (initial, no regularization, high regularization)?***

25. Predict the house price for the 1st house in the test set using the no regularization and high regularization models. (Remember that python starts indexing from 0.)

26. ***Quiz Question: What's the error in predicting the price of the first house in the test set using the weights learned with no regularization? What about with high regularization?***